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Abstract. A nearest neighbor (NN) query is a principal factor in ap-
plications that handle multidimensional vector data, such as location-
based services, data mining, and pattern recognition. Meanwhile, a near-
est neighborhood (NNH) query finds neighborhoods which are not only
dense but also near to the query. However, it cannot find desired groups
owing to strong restrictions such as fixed group size in previous studies.
Thus, in this paper, we propose a dense nearest neighborhood (DNNH)
query, which is a query without strong constraints, and three efficient
algorithms to solve the DNNH query. The proposed methods are divided
into clustering-based and expanding-based methods. The expanding-based
method can efficiently find a solution by reducing unnecessary processing
using a filtering threshold and expansion breaking criterion. Experiments
on various datasets confirm the effectiveness and efficiency of the pro-
posed methods.

Keywords: Nearest Neighborhood query - Spatial database - Informa-
tion retrieval - Grid index.

1 Introduction

In multi-dimensional vector data such as spatial databases, a nearest neighbor
(NN) query is a fundamental and important query in many fields, such as data
mining and information retrieval, and it is widely used in various applications,
such as services using pattern recognition, facility information, and map and
navigation services using location information.

Many neighbor searches have been developed from the NN search. Sometimes
users want to search a “dense group” of neighboring points quickly. Examples
are as follows:

— A tourist who wants to visit several stores without moving too much

— A user who wants to find a social networking community whose hobbies and
interests match his own

— A user who wants to identify an accident-prone area near a school
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Fig. |1 shows an example for some neighbor points from a given query ¢. In (b),
four points nearest to the query are searched, which are obtained by repeating the
single neighbor point search four times. As indicated in this example, searched
points may be scattered in the data space. In (c), a dense group including four
points is searched. This paper addresses the latter type of searches.
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Fig.1. (a) Data Points, (b) 4-NN of query ¢ (data points that are emphasized as
triangles), (c) A Dense neighborhood of ¢

Among the many studies on the efficiency and extension of the NN query, the
most relevant queries for this type are the nearest neighborhood (NNH) query
[1] and balanced nearest neighborhood (BNNH) query [6], which are explained
in detail in Section 2. The BNNH query is an extension of the NNH query that
solves the query of the empty output owing to the strong constraints. However,
the remaining constraints of the BNNH query interfere with users obtaining the
desired output.

In this paper, we propose a novel flexible query, dense nearest neigh-
borhood (DNNH), releasing the above constraints, and three algorithms for
solving the query. One is an intuitive method that uses clustering techniques,
and the other two algorithms provide faster search by exploiting the filtering
thresholds and expansion breaking criteria for group retrieval. To verify the use-
fulness and the efficiency of the proposed methods, we conducted experiments
on a large dataset and compared the performance of the proposed methods.

2 Related Work

The neighborhood search query starts with the most basic (k-)NN query, which
searches for the (k) points closest to the query point, and has been studied in
many ways to improve its efficiency and extension [2][5][7][8]. Intuitively, clus-
tering the dataset and find the nearest cluster answers DNNH query. However,
it is inefficient to run the clustering algorithm whenever a single datum changes.
To compare, we still implement an algorithm based on x-means and believe that
using other clustering algorithms makes no fundamental difference.
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The queries that are most relevant to the search for dense neighborhood
groups are the NNH query [I] and BNNH query [6]. When each of these queries
is applied to the dataset in Fig. a), the candidate groups are as shown in (a),

(b) and (c) of Fig.

k=3

(a) (b) (c)

Fig. 2. (a) NNH, specifying k = 3 and a fixed radius p. Circles with a smaller p may
not guarantee 3 points contained (b) BNNH, specifying k& = 4 and p is changeable.
May enlarge the circles to guarantee 4 points contained and gives up the density. (c)
DNNH

NNH query. The NNH query [I] outputs the smallest distance between the

center of a circle and a query point among the circles that contain more than a
specified number (k) of points within the circle of a specified radius (p).
As shown in Fig. [2[(a), it is possible to obtain the desired group (triangle mark
points in Fig. (c)) by specifying the appropriate parameters. However, in real-
ity, it is not always the case that more than k points are found within the circle
of fixed p, which implies that the query obtains an empty result if the appropri-
ate parameters cannot be specified. Estimating the appropriate parameters in
advance is particularly difficult for large datasets.

BNNH query. The BNNH query uses a circle of variable radius to guarantee
that it contains the specified number (k) of points. This is implemented by
finding the circles minimizing the evaluation A(C, q) expressed by the following
equation:

A(C,q) = allg = c(O)| + (1 —a)p

Here, ¢(C') is the center of C, and p is the radius of C. ||g—c(C)|| is the Euclidean
distance between ¢ and ¢(C). « is a value for 0 < o < 1, where the closer the
value to 0, the greater the cohesion, and the closer it is to 1, the greater the
distance to ¢. Unlike NNH queries, BNNH queries allow to enlarge the circle to
guarantee k data in the answer.

However, there is still the problem that the group circle will not be dense
unless an appropriate k is specified. For example, the candidate groups in the
sample dataset (Fig.[2(b)) by BNNH with varying parameters are shown in Fig.
[Bl The best dense nearby group is group C' with parameter k& = 4, as shown in
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(a). However, in (b), for parameter k = 5, it returns group C’, which is neither
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dense nor close to the query q.

Fig. 3. The candidate groups by BNNH with varying parameters. (a) k

k=4
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Therefore, the BNNH query strongly depends on the parameter k, and there
is a high possibility that the desired dense nearby group cannot be obtained if
the appropriate value is not given. Nevertheless, it is difficult to estimate the
value depending on the dataset and query location in advance. To address the
problem that neither NNH nor BNNH guarantees that the answer groups found
are dense, we propose DNNH, which finds a dense group without specifying
the parameters £ and p. DNNH queries are more flexible than BNNH queries
because they compare dense groups that were retrieved regardless of the number
of points in the group.

3 Dense Nearest Neighborhood Query

Definition 1. (Dense nearest neighborhood query, DNNH). Given a set of points
P and a query point q, the DNNH query returns a group C that minimizes the
value of A(C,q).

The total degree of approximation A is defined by the following equatimﬁ
A(C,q) = llg = c(C)] +sd(C) 1)

Here, ¢(C) is the centroid of C, and sd(C) is the standard deviation of C. Com-
pared with the previous studies that used the center and radius of a circle, this
method can accurately represent the variation of points in a group. Moreover,
DNNH overcomes the disadvantage of BNNH such that the searched groups are
not necessarily dense, because it does not require the number of points in each

group.

4 Note that the definition of A is not same as the one of BNNH.
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The most difficult part of solving a DNNH query is to efficiently retrieve
dense groups. For example, if we consider how to find a dense group to which a
point p may belong, in the case of the BNNH query, because the number of data
in the group k is specified, we can find it only by performing a number of NN
searches based on k for p. Meanwhile, in a DNNH query, the number of data in
a group is not specified; thus, we must find a dense group from a large number
of combinations including p, and it is NP-hard to find the optimal solution. We
propose three approximate solutions by heuristics — the one is by clustering and
the others are by expanding — for implementing efficient DNNH search.

3.1 Clustering-Based Approach

As the simplest approach for solving DNNH queries, we propose calculating A
after clustering all the points. It is important to note here that the DNNH query
is parameter free; therefore, clustering should not take redundant parameters as
well.

X-means is an extension of k-means and is characterized by the fact that
it can estimate the number of clusters and perform clustering simultaneously
without the need to specify the number of clusters in advance, by using the
recursive 2-means partitioning and the stopping criterion based on the informa-
tion criterion BIC. BIC is calculated by the likelihood function and the size of
a dataset, intuitively telling whether it is likely to split a set into two. In this
study, we used an algorithm improved by Ishioka [4]. This algorithm differs from
the original one by Pellog and Moore in that it considers the possibility that the
variance differs among clusters, and it uses approximate computation for some
calculations to enhance the efficiency. The pseudocode is shown in Algorithm [T}

3.2 Expanding-Based Approach

Clustering of large datasets used in the abovementioned approach is time con-
suming. To avoid this, our another approach attempts to retrieve groups from
nearby the query q. Intuitively, points located near the query are more likely
to form the result group. In this approach, we retrieve groups from the query’s
neighborhood and filter points that cannot be answers using the current degree
A, as a threshold. Using this approach, we briefly repeat the following: (1) Ex-
tract the query neighbor from the dataset, (2) retrieve the dense group to which
the extracted point belongs (Section , (3) update the threshold for
filtering and remove the points that cannot be answers from the dataset (Section
3.2.2)).

3.2.1 Evaluation Metric for Retrieving a Cluster

In this section, we explain how the retrieval of a dense group C, to which
a point p belongs is performed. In this study, this is achieved by selecting a
dense preferred group from among the groups obtained by expansion using an
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Algorithm 1 X-means Clustering-based Algorithm
Input: P, q, ko

Output: C

1: C,C+ ¢

2: C1,Cy, ..., Cry + k-means++ (p, ko) // partition P into ko clusters
3: for each C; € {C1,Cy,...,Ck, } do

4: splitClusterRecursively(C;)

5: for each C; € C do

6: if A(C;,q) < A(C,q) then

8: return C

9: function splitClusterRecursively(C)
10: C1,Cy < k-means++(C, 2)
11: if BIC(C) > BIC'(C4,C>) then

12: for each C; € {01,02} do

13: splitClusterRecursively(C})
14: else

15: Insert C into C

NN search. The problem is to select a group from the enlarged ones based on
the criteria, which we address by designing and using the enlargement index A..
The A, is calculated by

Ae(Cv pnezt) = A(Cv Q) . We(ca pnezt)

where 7. (C, P) denotes the expandability of group C in dataset P and is defined
by the following equation:

pdmean(c)
DPdmean (C) + ndmean (C; pnext)

776(07 pnezt) =

—_

pdmean(c) = ‘T‘ Z sz _pj”
( 2 ) pi,ijC
1
ndmean(07 pnext) = @ Z ||pnemt - p”
peC

Pnext = arg pérllDiEIC ||C(C) - p”

Pdmean and ndgeqn represent the average distance between the samples in the
group and the average distance between the candidate points (ppes:) and the
samples in the group, respectively. The candidate point p,ey: is the point that
has the smallest distance to the center ¢(C') among the points not in C.
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3.2.2 Bounding the Expanding Group

In this section, we explain the conditions under which a point p is removed
using A of an already retrieved group C. Let C, denote the group to which p
belongs. If min A(Cp, q) > A(3C, ¢) holds, the group to which p belongs will not
be preferred to the existing groups, and no further processing of p is necessary.
Therefore, if we can derive min A(C), ¢) from the information of p, we can de-
termine whether the group is removed by filtering using A(C, q). However, in a
DNNH query where the number of data in a group is not specified, A may be
as small as possible depending on the distribution of the data, and it is difficult
to determine the exact filtering threshold. Evidently, it makes no sense to find
dense groups in a uniform distribution; therefore, we assume that the data of C),
follow a normal distribution.

Based on the assumption that the data of C), follow a normal distribution,
argmin A(Cp, q) as Cg”", we can approximate its centroid and standard devia-
tion. In this case, min A(C), ¢) can be calculated as follows:

P 2 200 5 9=l

The o indicates the sigma rule coefficient, and all points in group C,, are assumed
to be within the radius « - sd(C,) from the centroid. According to the 68-95-
99.7 rule of the normal distribution, about 95%, 99.7% of the points of C, are
within the radius 2sd(Cp), 3sd(Cp) from the centroid. Therefore, a = 2 or 3
seems to be effective. Substituting this into min A(Cy,q) < A(C, q), we obtain
lg — pll > 22 A(C, q). This leads to the following conclusion.

Theorem 1. A point p locating further than a bound, that is, p which holds the
following in equation:

2 .
llg —pll > mmCIHA(QQ) (2)

can be removed in the filtering process.

3.2.3 Expansion Breaking Criteria

The bound given above is inefficient because it works only in the second and
subsequent retrieval of clusters. For the computation of pd,,ecan, Ndmean, the first
group retrieval always continues to expand until the entire dataset is included,
and O(|P|?). This is a problem because the DNNH query does not specify the
group size, which affects the efficiency.

By the definition of A., we know that p of small A, suggests that the corre-
sponding group is desired so that we can stop the enlargement process, thereby
reducing the computational cost. Then, we determine that A, is small enough.
Under the assumption that C' to which p belongs follows a normal distribution,
and they exist within the radius « - sd(C) from the centroid ¢, when Eq.
holds for the expansion point ppe..t, we can conclude that further expansion is
meaningless.
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[1Pneat — gl = a - sd(C) 3)

In addition, in the latter half of the cluster retrieval, where the solution is less
likely to be obtained, we aim to further speed up the process by terminating the
expansion when the cluster is found to be less preferable than the current most
preferable cluster Cpes; among the retrieved clusters. However, as mentioned in
section because the DNNH query does not specify the group size, A may
be as small as possible depending on the distribution of the data. For C' of a
certain size, it is reasonable to assume that sd(C') monotonically increases with
each expansion. Let C” be the cluster of C' expanded an arbitrary number of
times; then, sd(C’) > sd(C') holds by the assumption. Here, if

5d(C) > A(Chest) (4)

holds, then by the definition of A; A(C") > sd(C") > sd(C") > sd(C) > A(Chpest)
holds. This means that Eq. [4| can be used as expansion breaking criteria to stop
expanding C.

3.2.4 Basic Expanding Algorithm

The basic method is shown in Algorithm [2] In this method, the points of
dataset P are first sorted in order of their distance from the query point g. The
points are extracted from the sorted dataset in order from the top (line 3), and
groups are retrieved as described in Section (lines 4, 10-18). After the
retrieval is finished, the points in the group are removed from P as processed
(line 5), the threshold bound is updated and filtered (lines 6-8), and if there
are still unprocessed points, the group is retrieved again (line 2). The process is
terminated when there are no more unprocessed points.

3.2.5 Grid Expanding Algorithm

The problem of the basic method is that the entire process, from indexing to
filtering of the dataset, is point-based, which is inefficient. Therefore, we propose
a grid-based method for preferential search from the neighboring points of query
points and further reduction of the search space in the NN search. The images
are presented in Fig. @l The figure shows an example of a grid that divides the
space into 4x4 cells. The grid structure allows us to directly refer to the points
in the cells, thereby enabling us to achieve a more efficient refinement of the
search space in the NN search and coherent filtering process for each cell. The
pseudocode is shown in Algorithm

4 Experiments

We conducted experiments to verify the efficiency of the proposed methods.
All algorithms for the solutions presented were implemented in C++. The ex-
periments were conducted on a Windows operating system with the following
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Algorithm 2 Basic Expanding Algorithm
Input: P, q, a, kmin, kmaz

Output: Chest

1: bound + o

2: while P is not empty do

3: p  nearest point € P from g that is nearer than bound in Eq. 2]
4: C + RetrieveCluster(p, kmin, kmaz)

5: P+~ P-C

6: if A(C) < A(Chest) then

7

8

9

update bound of Eq.
Cbest +—C

: return Ches

10: function RetrieveCluster(p, kmin, kmaz)
11: C «+ {p}, Cbest +—C
12: while P is not empty A Eq.[d]is not satisfied do

13: Pnext — Nearest point € P from c

14: if Eq.[3]is not satisfied then break

15: if [Chest| =1V Ac(C, Preat) < Ae(Chest, Prest ") then
16: Chest <+ C

17: C «+ C U pnest

18: return Cheg

specifications: Windows 10 Home, with a 2.9 GHz 8-Core Intel Core i7 proces-
sor and memory of 64 GB 1466 MHz DDR4. The real data NE (123,593 data),
RR (257,942 data), and CAS (196,902 data) were provided by the U.S. Cen-
sus Bureau’s TIGER projectﬂ In addition, to measure the correspondence to
the datasets with various distributions, we prepared uniform random data UN
(10000200000 pts) and a cluster dataset RN. RN is a composite dataset of ran-
dom numbers that follow the standard normal distribution and are scaled and
arranged equally in space as clusters. All these datasets were two-dimensional
and normalized to [0, 1]. Experiments compare the performance of the three pro-
posed methods (x-means clustering-based, basic expanding, and grid expanding)
on real data, scalability, changes in cluster size |C|, o, and distance between clus-
ters. In the grid expanding algorithm, we vary the grid size n and investigate
the appropriate value of n. ¢ was selected randomly from the dataset. Unless
otherwise stated, a = 2, n = 100, the distance between clusters = 1.0, and
the cluster size lower limit k., = 10. All results are reported as the average
processing time for conducting DNNH queries 10 times.

4.1 Experimental Results

Performance for the real datasets. The results are presented in Fig. [5] The
results of the x-means clustering-based algorithm are “xmeans”; basic expanding

% lhttp://chorochronos.datastories.org/?q=user/15/track
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Fig. 4. Grid-based algorithm

and grid expanding algorighm are “basic” and “grid,” respectively; and “U100”
and “Ub00” indicate that the cluster size upper limit k,,,, is set to 100 and
500, respectively. First, it can be observed that the x-means clustering-based
algorithm is the slowest, and the basic expanding and grid expanding algorithms
are the fastest for all datasets. This is especially true for RR, where even the
basic expanding algorithm (k4 = 500), which is the slowest among the basic
expanding and the grid expanding algorithms, is 10 times faster than the x-
means clustering-based algorithm. The fastest algorithm is the grid expanding
algorithm, which is up to three times faster than the basic expanding algorithm.

10°
B xmeans B basic-U100
[ basic-U500 B grid-U100
i B grid-U500
S
o 1044
£
=
o
C
a
o 1034
1%
o
2
a
102 -

CAS NE RR

Fig. 5. Performance for the real datasets

Effect of dataset size. The results are shown in Figs.[6land[7] First, the ex-
perimental results for the UN dataset (Fig. |§[) show that the x-means clustering-
based algorithm is the fastest when the data size is 10000. However, after 50000,
the basic expanding and the grid expanding algorithms are reversed and be-
come faster. A linear or gradual increase in the execution time is observed in all
algorithms. The fastest algorithm is the grid expanding, which shows a higher
performance than the basic expanding, as the data size increases. The experi-
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Algorithm 3 Grid Expanding Algorithm
Input: P, q, kmin, kmaz, @

Output: Chest

1: bound <+ o0, Peyr < ¢

2: cells <+ get surround cells of ¢

3: while cells locate in bound do

4: Peyr < points in cells
5: while P.,, is not empty do
6.
7
8

p < nearest point € P, from ¢ that is nearer than bound in Eq. |Z|
C + RetrieveCluster(p, kmin, kmaz)

: P+~ P-C
9: if A(C) < A(Chest) then
10: update bound of Eq.
11: Chest — C
12: cells <+ the next round of cells

13: return Chq

14: function RetrieveCluster(p, kmin, kmas)
15: C <+ {p}, Chest + C

16: cells < get surround cells of p

17: while cells locate in bound do

18: P.ur < points in cells

19: while P.,, is not empty A Eq. [4]is not satisfied do
20: Pnext <— nearest point € P,y from c

21: if Eq. [J]is not satisfied then break

22: if |Cbest| =1V AE(Cy pnezt) < Ae(cbestypncztbmt) then
231 Cbest < C

24: C + C U prext

25: cells + the next round of cells

26: return Ches:

mental results for the RN dataset (Fig.|7) show that the basic expanding and the
grid expanding algorithms are clearly faster than the x-means clustering-based
algorithm when the cluster size |C| = 50 and the increase in the execution time
was also slow. Again, the fastest algorithm is the grid expanding algorithm, which
performed about 100 times faster than the x-means clustering-based algorithm.

Effect of cluster size. The results are shown in Fig. [§| From 10 to 200, the
basic expanding and the grid expanding algorithms are from 10 to 1000 times
faster than the x-means clustering-based algorithm. However, the execution time
of the basic expanding and the grid expanding algorithms increased with an
increase in the cluster size and reversed when the cluster size was 500. For the
x-means clustering-based algorithm, the decrease in execution time as the cluster
size increases can be attributed to the fact that the number of clusters in the
entire dataset decreases owing to the fixed data size, which reduces the number
of divisions by k-means and the amount of BIC computations.
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Effect of the cluster distance. The results are shown in Fig. [0 If the
distance between clusters is x, there is an interval of = clusters between the clus-
ters. Consequently, while the basic expanding and the grid expanding algorithms
are from 10 to 100 times faster than the x-means clustering-based algorithm in
many cases, the performance of the basic expanding and the grid expanding de-
teriorated rapidly when the distance of the clusters was 0.0. This is because the
expansion breaking criteria can no longer function due to the loss of distance
between clusters, but it does function after 0.5, indicating that the proposed
expansion breaking criteria is effective even for small intervals.

10° 10*
£ £ 10° 5
@ o
£ £
; ;‘1 102 4 XHG**X
£ k=
%] %]
%] %]
[ [
g -@- xmeans S 10
2 ] <
a 10 X~ basic &
A grid |—’— xmeans - basic —A- gridl
10° 5= T T T 100 1= T T T T
10 50 200 500 1K 0.0 0.5 1.0 1.5 2.0
Cluster size (pts) Distance between clusters
Fig. 8. Effect of cluster size Fig. 9. Effect of distance of clusters

(|P|=10000; kmin =5; kmaz =1000)  (|P| = 100000; |C| = 50; kmaz = 500)

Effect of sigma rule coefficient . The results are shown in Fig.
Consequently, it is the fastest when a = 2 or 3 especially in the grid expanding
algorithm. The slowest speed is obtained when a = 1 or 5 because it is quite
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small or large value that the expansion breaking criteria or filtering no longer
works.

Effect of grid size n. For example, because the datasets are two-dimensional,
when n = 100, the maximum number of cells is n? = 100000. The results are
shown in Fig. The cluster size of RN is fixed at 50 (RN-50P) and 200 (RN-
200P). Hence, the fastest execution time was obtained when n = 10,30 or 50,
and the execution time increased slowly. This is because, when the grid size be-
comes quite large, the cells become smaller than necessary, and the amount of
search and the expansion processing of each cell increases.

10° 104
-@- basic-UN —A- grid-UN
- X~ basic-RN -JllF grid-RN .
£ 10 4 2 103 | o
2 2
£ 10 S 10 4
& @ NE A RN50P
X- UN -l RN-200P
10! 1= T T T 100 A T T
1 2 3 5 110 3050 100 300
o Grid size
Fig. 10. Effect of o Fig. 11. Effect of grid size n

(IP|=100000; |C|=50; kmaz =500)  (|P|=100000 (UN, RN); Koz =300)

4.2 Evaluation of the Proposed Methods

Overall, the grid expanding algorithm is the fastest. In particular, in compar-
ison between the basic expanding and the grid expanding algorithms, the grid
expanding algorithm is faster in all results, unless the data size is small or ineffi-
cient parameter settings (such as o = 5) are used . Therefore, the grid expanding
algorithm should be chosen unless there is concern about memory usage or the
small overhead of building the cellular data. Depending on the distribution of
the data, a grid size of approximately 10-50 is considered the most suitable for
achieving a good balance between memory usage and processing efficiency.

However, depending on the distribution of the dataset and the purpose of
the search, the x-means clustering-based algorithm may be a better choice. For
example, the dataset may be sparsely distributed or the cluster size may be larger
than 200. However, in this study, we consider finding a set of nearby facilities
in a location-based service using a spatial database, or finding a set of objects
with attributes similar to those of a particular user in a social network service
(SNS). In these situations, the basic expanding or the grid expanding algorithm
is preferable because it can rapidly detect small- to medium-sized neighborhood
clusters.
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5 Conclusion and Future Work

In this paper, we proposed a DNNH query, which finds dense groups without
severe constraints, and the efficient methods for solving the query: x-means
clustering-based algorithm, basic expanding algorithm, and grid expanding al-
gorithm. The DNNH query can flexibly find more desirable groups for users,
which cannot be achieved by strongly constraining existing problems. Among
the proposed methods, the grid expanding algorithm is the fastest, and it can
contribute to many applications that deal with large datasets.

For future work, we are going to investigate the effect of the expansion break-
ing criteria in distributions with overlapping clusters. We will also extend the
grid based method to high dimension data. For example, we can consider an
approach using density-based clustering methods such as DBSCAN [3] for group
retrieval. It is also under consideration to parallel our algorithms and apply
multi-threaded solution.
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