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1 Introduction

Frequently, in various practical environments, decision makers have to consider multiple objec-
tives at the same time. These are often in conflict, meaning it is not possible to simultaneously
reach the best score in all of them. This context defines multi-objective optimization, which
commonly employ one of two main strategies: (i) using weight factors for each objective,
transforming the problem back into a single objective one; and (ii) obtaining the set of Pareto
efficient solutions and allowing the decision maker to choose a posteriori [6, 12]. This article
focuses on the latter case. For the sake of simplicity, this paper considers a problem definition
with two minimization objectives.

Multi-objective problems can relate to integer programing, which implies each integer so-
lution leads to one value for each objective. Furthermore, solution methods are commonly
problem-specific [14]. However, in the case of mixed-integer linear programming (MILP) prob-
lems, fixing the integer variables and optimizing the continuous ones of a solution can lead to
a Pareto front made of continuous segments, as illustrated by Figure la. By combining the
Pareto fronts of various integer solutions, a part-wise continuous Pareto front is obtained, as
depicted by Figure 1b.

A recent work [8] provides an example of the aforementioned multi-objective disputes in
the context of assembly line balancing problems [13]. In particular, cycle time (tied to pro-
duction rate) and line length (tied to implementation costs) display a mixed-integer linear
multi-objective dispute, when treated as minimization objectives. A recent work [3] on simul-
taneous line balancing-sequencing presents a mathematical model that can be easily adapted
to test that dispute.

While some methods have been developed to solve multi-objective MILP problems, they are
rather limited in terms of the size of problems that are treatable. Recent branch and bound
methods [10, 15], for instance, were only tested on instances with up to 70 variables and con-
straints, which were considered “large instances”. More commonly [6, 12], two main approaches
are applied: the multiple-weighted sums method and the epsilon-constrained method. The for-
mer consists on solving the problem using weighted sums for each objective, gradually changing
the weights to reach new solutions in the Pareto front. The later consists in minimizing one
objective and using bounds on the others. These limits can then be gradually increased in
further executions to generate the Pareto front. These techniques are conceptually illustrated
by Figure 2.

These two methods share the strategy of solving multiple single objective MILP problems
to solve a multi-objective one. The inherent advantage of this approach is that the multi-
objective problem is tractable whenever multiple executions of the single objective one is.
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FIG. 1: Combining feasible regions of integer solutions

Given the increasing strength of commercial MILP solvers, it is reasonable to expect that exact
solutions are attainable for problems ranging from hundreds to a few thousands variables and
constraints. However, Figure 2 illustrates some limitations of these methods: In Figure 2a it is
clear that using weighted goal functions only allows some extreme point solutions to be found,
for instance, the points highlighted in gray would tend not to be reached by any weighted goal
function. Figure 2b, on the other hand, illustrates that the epsilon method might find the
same integer solution multiple times, leading to redundancies. The aforementioned capacity
to solve MILP instances does not address these limitations, which motivates the development
of a new method that overcomes them.

S t Weighted Sum -@’< “Initial Steps
:Goal Functions » : :
1 | v
1 . 1 S
~ S, ~ L 3 “
N N . -
o1 000 eSS feeeeeeeeeeienns o P osetooeesores Peecodescoseccodecces
> >
S S - g
-m -q)
¥y = |
© Solutions ©
4 Found € eeeeenennnninnn } BT
4 D SO S S
Incremental Steps
> e
Objective 7, Objective 7,
(a) Multiple weighted sums method (b) Epsilon constrained method
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2 Problem Definition

Consider a mixed-integer linear problem with two minimization objectives Z; and Zs, as stated
in Expression (1). Let these goals be bounded by functions of two sets of decision variables x
and y, as presented in Expression (2). Finally, let x represent integer/binary decisions and y
be the set of continuous decision variables, as stated in Expression (3).

Minimize Z; and Z (1)
Subject to:
Zl > fl(X7 Y) (2)
ZZ > f2(X7 y)
x€e€Zt yeR" (3)

By fixing all the integer variables x to a specific set X, an integer solution is defined. Notice
that the residual problem defined by the y variables is linear, meaning its feasible region is
convex. By defining a plane such that the goals Z; and Z; correspond to its axis, it is possible
to project integer solutions to it, defining convex feasible regions as illustrated by Figure 1la:
an area bounded by Pareto-efficient continuous solution segments and lines for the minimum
possible values of each objective. Naturally, by combining multiple integer solutions, a global
part-wise continuous Pareto front is defined for the studied problem (Figure 1b).

3 Proposed Method

In order to define the optimal Pareto front for this problem, a method composed of two parts
is presented hereafter: First, it is necessary to extract the full continuous set of solutions for a
given integer solution. This is achieved using a duality-based method described in Section 3.1.
Second, a procedure for generating an initial global Pareto front and then refining it to opti-
mality is required to determine which set of integer solutions is Pareto efficient. This is done
by exploiting a second MILP-based model, and is described in Section 3.2. In these sections,
an overline is used to distinguish variables/goal functions from reference values they can be set
to. For instance, x represents the variables, and X refers to values they can be set to.

3.1 Extracting the Pareto front of each Integer Solution

Consider a given integer solution x = X. The residual linear problem ties the goals Z; and Z3
to the set of continuous variables y. An iterative three-step procedure is employed to extract
the Pareto-efficient solution segments:

1. Determine the solution wise minimum-value of Z, set Zo as this value (Z3);

2. Determine the minimum value of Z;, using Z, as a limit value of Z,, name the dual
variable tied to this resource constraint m, let 7 state its value;

3. If ™ < 0, determine the maximal value of Z5 for which the shadow-price 7 remains valid,
update Z5 to that value. Return to Step 2.

Similarly to other works [5, 11] on multi-objective problems, this method exploits duality
theory to explore the feasible region of the residual linear problem. However, contrary for
instance to reference [4], the analysis is based on the objective space (Z1-Z2 plane) rather than
the decision space (defined by the y variables).

The first step is the most straightforward, and consists in simply using Zs as the only goal
function and solving the linear problem to optimality. The optimal value of the goal function
in this step is used to define a resource constraint, as stated by Expression (4).



Jo < Zo+e 7 = dual variable tied to constraint (4)

In the second step, a model that incorporates this resource constraint is solved, and its
objective is set to minimize Z;. The dual variable 7 stores the shadow price of Zy as a
resource, i.e. what is the relative reduction of Z; enabled by a marginal increase of Z5. A
small value (¢) can be added to the RHS (Right Hand Side) of this constraint in order to
ensure that its slack is zero and that a valid shadow price 7 is generated. Adequately defining
this € value may require problem-specific knowledge. The minimal value of Z; obtained in
this step defines the first Pareto efficient point for the integer solution, namely (Z1, Zs). The
shadow-price m can be combined with that information to define the line that contains this
point and its associated Pareto efficient segment, as stated by Equation (5).

71—21 :f‘(ZQ—ZQ) (5)

Assuming a non-zero shadow price, in the third step, Z; is minimized again. This time,
Equation (5) is incorporated by the base model rather than Expression (4). The resulting
value of Z, is then used to update Z, and iterate step 2.

This process is illustrated conceptually by Figure 3: the binary solution depicted by Figure 1a
is considered. Figure 3a illustrates the first iteration of the three steps, and Figure 3b illustrates
the second iteration. After a third one, @ would be set to zero, meaning the vertical line is
reached and no further reduction of Z; is possible.
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FIG. 3: Generating the feasible region of an integer solution

3.2 Defining and refining the global Pareto front

The previous section detailed how to extract the Pareto front associated to an integer solution
x = X. In order to determine the set of efficient X solutions, the following procedure is followed:

1. Solve the problem using one objective function at a time;
2. Combine their solutions into an initial Pareto front, use artificial segments if needed;

3. For each segment in the pareto front, solve the associated maximization problem. This
will either:



i) Confirm the optimality of the segment; or

ii) Provide an integer solution that improves the incumbent Pareto front. In this
case it should be updated accordingly.

Repeat step 3 until all segments in the incumbent Pareto front are optimal.

The first step determines the global minimal values of Z; and Zs. It is possible, however,
that their combined Pareto fronts do not cover all possible ranges of Z;. Figure 4a illustrates
how to tie them using artificial Pareto segments such that all values of Z; are covered for
Step 2. This initial front covers all potentially efficient values of Z;, but is approximative and
it is not guaranteed to contain solutions of the problem’s true Pareto front.

For the third step, for each segment in the incumbent Pareto set, a maximization model is
defined: Let A be a continuous variable that measures how much bellow the tested segment a
given solution is. This variable is added to the original problem, and set as the maximization
objective. Constraints (6) and (7) are also added. In Expression (6), Z; and Z; are the
minimal and maximal values for Z in the tested segment. By solving the resulting model, an
optimality test is defined for the line segment: if the resulting maximum value of A is zero,
then there is no solution bellow the line segment and it is a Pareto efficient. Otherwise, a new
integer solution is found and guaranteed to be Pareto efficient for at least one value of Z;.

Zr <71 <Zf -« (6)

71— 71 =7 (Zy— (Za+ A)) (7)

Figure 4b illustrates such optimality test for a line segment. This highlights two particulari-
ties: First, in the case of an artificial segment, Constraint (7) can be replaced by: Zo+A = Zs.
Second, a small value ¢ must be subtracted from Z;~ in Constraint (6) so that the model does
not consider as feasible a solution that belongs to the next line segment. That is, so that the
best solution found under the tested region is the one marked with an “A” rather than the
one marked with a “B” in Figure 4b. Similarly to in Constraint (4), adequately defining the ¢
value may require problem specific knowledge.

Artificial Tested
B Pareto 1 % Sesment
Segment % 8
N * N} _l
ol  JrTTeTsT=S [ Y e
2 2z .
5 S 4 i
9] ] Max A
o | a |
o o
1 Incumbent \ i
_ Pareto Front i Test.ed
Region
i, €
7 T —»> <+—
T T T T T T T T T 1 T T T T T T T T T 1
Objective 7, Objective 7,
(a) Initial incumbent Pareto front (b) Delta test for new solutions

FIG. 4: Determining the optimal Pareto front



4 Experiments

In order to test the proposed method, six instances of the aforementioned balancing-sequencing
problem [8, 13] were defined based on literature datasets [7] and on a recently introduced model
[3]. The recently described [8] multi-objective dispute between cycle time (CT') and line length
(L) is explored as these are set as minimization objectives (Z; = CT, Zy = L). This problem
is briefly explained hereafter, so that the reason for the existence of the dispute is introduced
by the reader. In a mixed-model assembly line [1, 2|, multiple products are manufactured,
and the tasks required to produce them are split between sequential stations. This problem
combines two key binary (variable set x) decisions: (i) balancing, i.e. assignment of tasks to
stations, and (ii) sequencing, i.e. defining an order for product models to enter the line. These
two degrees of freedom combined define the duration and order of processing time “blocks”
at each station. In the studied formulation [3], the sequence is cyclical and the line is paced,
i.e. a conveyor constantly moves products forward while tasks are performed. One of the
minimization objectives is the cycle time (CT'), which equals the time between two consecutive
product launches, and the other is line length (L), i.e. the sum of the lengths of stations,
which are not allowed to overlap. These two objectives are, however, affected by continuous
scheduling variables (variable set y).

Figure 5 presents two solutions for a fixed balancing-sequencing solution (x = X): the vertical
dashed lines represent station boundaries, each horizontal line represents a product being
manufactured, the numbers within blocks represent their processing time, the blocks’ colors
represent the product model, and the diagonal dotted lines represent the worker’s upstream
movement after finishing work on a product. Notice that the size and sequence of processing
time blocks is the same in both Figure 5a and 5b.
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FIG. 5: Different schedules for the same balancing-sequencing solution.

Figure 5 illustrates why this mixed-integer multi-objective dispute exists for this problem:
two different cyclical scheduling solutions are presented for the same balancing-sequencing
decision variables. Therefore, the observed differences for the minimization objectives (C'T and
L) are necessarily due to the problem’s continuous decision variables (y), namely the starting
position of each block and the boundaries of each station. This means that each solution for
the integer variables (x) defines a residual linear problem for the remaining continuous ones
(y), as illustrated by Figure 1la.

Experiments were run on an Intel i7-3610QM CPU with 8GB RAM, and MILP models were
solved using Gurobi 8.1. Instance parameters were varied so that instances of multiple sizes
(S, M and L for small, medium, and large) were defined. Furthermore, two levels of flexibility
were allowed to the problems (1 and 2), with the higher level meaning that the search field
is broader in regard to the binary decision variables, i.e. more feasible integer solutions exist.



These instances were solved to optimality by the proposed method, i.e. their true Pareto front
was fully determined. Table 1 lists the six instances’ parameters, namely number of constraints
(Ncon), total variables (Nvar) and binary variables (Nbin).

Instance information Solution information
I Ncon Nvar Nbin | Time = Time A Time A Count A T/C
L-1 673 494 205 300 0.5 285 33 8.6
L-2 673 494 205 260 0.3 195 10 19.5
M-1 537 390 165 11.1 0.1 9.1 7 1.3
M-2 537 390 165 62.4 0.2 49.2 10 4.9
S-1 401 286 125 9.2 0.1 7.5 7 1.1
S-2 401 286 125 16.6 0.1 13.5 8 1.7

TAB. 1: Tests on balancing-sequencing instances

Table 1 presents the results of applying the proposed method to the instances, in particular
the total time required to solve them (generate the full Pareto front). This time is mainly
consumed by solving linear and mixed-integer linear problems associated to the instance, being
mainly divided in three components: time required to generate the Pareto front for given fixed
integer variables (m Time - Section 3.1), time required to test incumbent Pareto segments
(A Time - Section 3.2), with the remaining time required to solve the single objective instances
required to generate the initial Pareto front. Lastly, Table 1 lists the number of tested Pareto
segments (A Count) as well as the average time required to solve the mixed-integer problems
associated to these segments (A T/C).

As expected, most of the required time is spent solving mixed-integer linear problems rather
than linear ones. Furthermore, larger instances require more computing time to be solved.
However, the additional flexibility did not always imply more total computing cost: while S-2
and M-2 required more time than S-1 and M-1, the reverse happened between instances L-2
and L-1 (260 vs 300). This can be explained by the number of Pareto segments that required
testing for each instance: L-2 required more time per test in average than -1 (19.5 vs 8.6),
however, L-1 required more segment tests than L-2 (33 vs 10).

5 Conclusions and Perspectives

The newly introduced method allows to optimally solve multi-objective mixed-integer linear
programing problems with part-wise continuous Pareto fronts. This is achieved by solving a
finite number of single objective linear and mixed-integer linear problems. The former are
employed to obtain the Pareto front of the residual problem defined by fixing the integer
variables x, and the later is used to verify whether incumbent segments in the objective space
are part of the true Pareto front. By doing so, the proposed method converts the exact solution
of this class of multi-objective MILP problems to multiple, but finitely many, solutions single-
objective MILP instances of similar size.

This method addresses some of the major drawbacks of common alternatives that are based
on reductions to single objective problems: the weighted sum and e-constrained methods.
The former tends not to find all efficient solutions and the latter might find the same solution
multiple times without being able to guarantee that the Pareto front has been fully defined. As-
suming the instance is tractable, the proposed method is guaranteed to require a finite number
of single-objective MILP model solutions to find the full Pareto front. Further works should
compare in more detail the proposed method’s performance to that of previously described
strategies, as well as evaluate the specific contexts [9] in which it performs best.

Furthermore, the proposed methodology can be generalized for problems with more objec-
tives: the method described in Section 3.1 can be broaden to define Pareto fronts composed of
(hyper)-planes for each integer solution; and so can the optimality test described in Section 3.2,
by replacing its A measure by a normal vector to the tested (hyper)-plane and its e constraint



by distances to the (hyper)-planes that bound the region for which the tested plane is currently
being evaluated in terms of Pareto efficiency. Lastly, a general adequate definition for the ¢
values for Constraints (4) and (6) can be challenging and should be addressed by further works
to render the proposed method less dependent on problem specific knowledge.
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