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Background 
Dark patterns are user interface (UI) strategies deliberately designed to influence users to perform 

actions or make choices that benefit online service providers. Often, dark patterns operate by exploiting 

users’ decision-making vulnerabilities such as cognitive biases (Bösch et al., 2016; Mathur et al., 2019; 

Waldman, 2020). Users may be encouraged to purchase unneeded goods or disclose their personal 

information (Luguri & Strahilevitz, 2021; Narayanan et al., 2020). 

 

Scholarly interest in dark patterns has grown rapidly in recent years. Building on seminal work 

completed by user experience (UX) practitioner Harry Brignull, Gray et al. (2018) presented five 

general categories of manipulative UI design: Nagging, Obstruction, Sneaking, Interface Interference, 

and Forced Action. Researchers have also identified dark patterns that arise in specific contexts such as 

video games (Lewis, 2014; Zagal et al., 2013), shopping websites (Mathur et al., 2019), proxemic 

interactions (Greenberg et al., 2014), home robots (Lacey & Caudwell, 2019), and online privacy 

choices (Bösch et al., 2016; Commission Nationale de l’Informatique et des Libertés, 2019; 

Forbrukerrådet, 2018; Fritsch, 2017).  

 

Studies have recognized that online service providers may deliberately frustrate users’ attempts to 

withdraw from their services by, for example, deterring the user from disabling their account (Bösch et 

al., 2016; Gray et al., 2018). However, there is a lack of research that examines the specific UI 

strategies employed by online service providers to deter disabling of user accounts. Furthermore, little 

research has focused on identifying and describing dark patterns in social networking sites (SNSs). In 

the context of SNSs, potential motivations to withdraw from a service include privacy and security 

concerns, addiction, and the perception that one’s time could be invested in more value-adding or 

productive activities (Baumer et al., 2013; Grandhi et al., 2019). 

 

Objectives 
We identify dark patterns in the context of SNS users attempting to disable their accounts (i.e., delete 

or deactivate the service), consolidate these tactics into a typology, and assess their prevalence in our 

sample. We use our findings to propose recommendations for the design of user-friendly account 

disabling UIs that aid – rather than undermine – the user in their effort to withdraw from social media. 

 

Method 
For the above objectives, we systematically collected and content analyzed a dataset of recordings and 

associated email exchanges that captured our account disabling processes for 26 sample SNSs, most 

highly ranked on Alexa’s May 2020 Top Sites list and fitting our inclusion criteria. We considered 

account disabling to refer to any option that allowed the user to withdraw from the service; this 

encompasses permanent deletion as well as temporary deactivation of the user account. The account 

disabling process refers to the total steps that must be completed by the user to disable their account. 
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The first author conducted real-time recordings of her attempts to disable her temporary accounts on 26 

SNSs. The recordings show the user’s website login, navigation, and selection of the options deemed 

appropriate for the user’s intent to discontinue subscribing to the service offered by each SNS. The 

recordings are uninterrupted and allow time for the user to make choices among available options (e.g., 

tabs, check boxes or radio buttons) and read various pop-up screens, notifications, or other legal terms 

presented to the user by the UI design. The first author also monitored her associated email account and 

screen-captured emails that were sent from sites after the user account had been disabled. 

 

Manual coding of the recordings and emails was performed following basic steps in Klaus 

Krippendorff’s (1980, 2004) Content Analysis methodology. The complete dataset was reviewed and 

coded (by the first author) for the presence of dark patterns during the user-SNS interaction. A 

timestamp and a dark pattern type and a subtype were recorded for each instance of the dark pattern, 

following our Dark Pattern Classification coding scheme. 

 

The second author served as a secondary coder who reviewed seven (7) sites randomly selected out of 

26 SNSs (27%). This verification step was intended to confirm the presence of the dark patterns and 

assess the intercoder consistency. Using the same Dark Pattern Classification coding scheme and 

agreed-upon codebook outlining the definitions and procedures, the second author identified and 

classified each instance.  

 

Results 
As a result of the systematic Content Analysis, we uncovered five major types of dark patterns 

(Complete Obstruction, Temporary Obstruction, Obfuscation, Inducements to Reconsider, and 

Consequences) and 13 subtypes. To develop the Dark Pattern Typology, we combined, modified, and 

extended the dark pattern models from earlier works by Brignull (n.d.), Conti and Sobiesk (2010), and 

Gray et al. (2018). The major types of dark patterns are described below. 

 

Complete Obstruction refers to making it impossible for the user to disable their account through the 

site’s UI by excluding any option for account disabling.  

 

Temporary Obstruction describes strategies that increase the user’s workload during the account 

disabling process. This is accomplished by requiring the user to complete actions that should not be 

inherently necessary in order to proceed in the task flow. For example, the user could be forced to 

submit a request for account disabling, either by filling out an online form or by communicating with a 

company representative in real time. 

 

Obfuscation refers to strategies that confuse or mislead the user prior to or during the account disabling 

process. This is achieved by obscuring information and/or options that would allow the user to initiate 

or advance in the task flow. The service provider might make buttons that allow the user to keep their 

account active visually salient, while hiding buttons that allow the user to proceed toward account 

disabling. 

 

Inducements to Reconsider are strategies that attempt to persuade the user to reconsider their decision 

to disable their account during the account disabling process. This is accomplished by using language, 

visuals, or incentives to present the option to stay on the site favourably. Typically, the service provider 

highlights benefits that the user will accrue if they keep their account active or emphasizes costs that 
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the user will suffer if they disable their account. For example, the option to disable the account could be 

worded in such a way that it evokes guilt, fear, or doubt in the user. 

 

Consequences are strategies that encourage the user to return to the site after their account has been 

disabled. Dark patterns of this type operate in two ways: by making it easy for the user to reverse their 

decision to disable their account, or by sending unsolicited messages to the user that promote activity 

on the site and/or attempt to persuade them to return. As an example, the user might retain the ability to 

reactivate their account through login indefinitely.  

  

All of the 26 sampled SNSs were identified using at least one type of dark pattern. Most SNS UIs 

attempted to manipulate the user once or twice, for example, by providing an option for account 

reactivation, by emotional pressure/distraction, or by hiding the button to initiate account disabling. 

Five (5) out of 26 SNSs (19%) attempted to manipulate the user at least five or more times during their 

account disabling process. 

 

Future Work 
In this study, we confirmed the presence of dark patterns in the context of SNS users attempting to 

disable their accounts. The Dark Pattern Typology contributes to future work in: a) documenting the 

prevalence of dark patterns in SNSs; b) identifying dark patterns in the user account disabling process 

for a range of other online services; c) investigating users’ perceptions and experiences of dark 

patterns; and, d) determining the effects of dark patterns on user behaviour. Further research could 

connect the dark patterns in our typology to the cognitive biases they exploit and the design attributes 

they exhibit, as exemplified by Mathur et al.’s (2019) study of shopping websites. 
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